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Why caGEDA?

• Evaluative comparisons of new methods of 
analysis is rarely conducted - and is needed

• Normalization methods are not well understood
• Performance characteristics of tests for identifying 

differentially expressed genes are understudied
• Optimal combinations of normalization -> feature 

selection -> sample classification algorithms have 
not yet been determined

• caGEDA was/is designed with cancer researchers 
in mind



‘Why Not Just Use…’

• BioConductor
• MeV/TM4
• OncoMine
• BRBArray Tools
• GEDP***
• Others…
• Commercial software

•Please do!  Some very nice options!

•Some require downloads/registration
•Some require programming
•Some are not open source

•Every new microarray data set
is another opportunity to identify
generally optimized
methods of analysis

•Training and adoption is efficient with
a web application

*** microarray data
repository – core to caBIG!!!



Normalization Concept References

Reference Gene/ Sample Subset Methods

Housekeeping Genes Selection of a set of genes as controls; each value in an array is normalized using the mean 
of this subset

Lee et al., 2001;
Vandesompele et.al., 2002

‘Globalization’ Method Each value in an array is normalized using the global mean of all arrays Velculescu et al., 1999

Loess 1: Normalization by 
self- consistency and local 
regression

Normalize pairs or groups of arrays relative to each other by iteratively maximizing the 
consistency of relative expression levels among them.  Genes are consistent if their relative 
expression values do not change after global normalization.  The original data are 
normalized using the consistent set and local regression

Kepler et al., 2002

Iterative Invariant Set 
Normalization

Find gene set with unchanged ranks in expression in both groups; use an iterative 
procedure to identify invariant set as those probes with proportion rank difference (PRD)  
< 0.003 (low rank) or < 0.007 (high rank genes)

Li & Wong, 2002

Microarray Sample Pool Normalize all samples using an ensemble sample (MSP) as the reference array Yang YH et al., 2002
Statistical Methods

Variance Stabilization Normalization by the arsinh function h(y) = γ arsinh(a+by) with model parameters a and b 
estimated by likelihood

Huber et al, 2002

Variance Stabilization Stabilizes asymptotic variance over the full range of expression intensity.  Finds a 
transformation for a regression model such that the variance is constant over the range of 
the dependent variable

Durbin et al., 2002

Dye Channel Control Spot 
Scaling

Expression values normalized by scaling cy5 values so that mean cy5 & cy3 values in 
control spots are same

Cavalieri et al., 2000

Loess 2:Local mean 
normalization

Calculation of local mean (using regression) and distance of this mean from each ratio is 
the corrected ratio. Results in mean intensity ratio of 1

Colantuoni et al., 2002

Loess 3:Local variance 
correction

Expression ratios made to have same local standard deviation calculated by loess and the 
intensity is represented as a Z-score

Colantuoni et al., 2002

Loess 4:
Loess Local Regression

Intensity-dependent normalization achieved using the lowess function c(A), specifically
log(R/G)corr= log(R/G)-c(A)

Yang YH et al, 2002

Log inverse ratio global 
normalization

Shift the log ratios by correction factor
log(R/G)corr= log(R/G)-c where c = log(G/R);  center of distribution shifted to 0

Yang YH et al., 2002

Variance regularization Normalization factor is calculated using sum of both intensities, which is used to adjust the 
expression data in its log form

Quackenbush, 2002

Signal-Dependent 
Normalization

Center the mean of Cy3 & Cy5 log-ratio distributions Workman et.al., 2002

Qspline Quantiles from target and probe signals used to fit a smoothing B-spline Workman et.al., 2002
Spot- Specific Normalization

Adjustment for slide-
specific effect

Ratio-based adjustments: normalize using error factor from simulations; categorical 
adjustments: use Bartlett’s method

Tsodikov et al., 2002

Spatial Normalization Subtract local signal estimates from log intensities or log ratios Workman et.al., 2002



Test Reference(s)
adaptive sign test Boer et al., 2001
ANOVA Kerr et al., 2000; Luo et al., 2002
BSS/WSS Dudoit, 2002
diagnostic metric Welsh et al., 2001
discriminative weighting Bittner et al., 2000
empirical Bayes method Newton et al. 2001
ideal discriminator method Troyanskaya et al., 2002
local Bayesian Error test Baldi and Long, 2001
log-odds tests Lonnstedt and Speed, 2002
neighborhood analysis Golub et al., 1999
nonparametric t-test Garber et al., 2001;Troyanskaya et al., 2002
perfect discriminator permutation Park et al. 2001
Pitman’s test Herwig et al., 2001
ANOVA with bootstrap variance est. Black & Doerge, 2002
significance analysis of microarrays (SAM) Tusher et al., 2001
singular value decomposition Alter et al., 2000; 

Wall et al. 2001;Ghosh, 2002
genetic algorithm Li et al., 2001
partial least squares Nguyen and Rocke, 2002
Welch test Herwig et al., 2001
Z-ratio score Quakenbush, 2002



Algorithm Reference(s)
BTSVQ Sultan et al., 2002
cluster affinity search technique(CAST) Ben-Dor et al., 1999
decision tree classification Quinlan, 1996
deterministic annealing Alon et al., 1999
gene shaving Hastie et al., 2000
hierarchical clustering (various distances)
k-means clustering Eisen et al., 1998
Kohonen-clustering Kohonen, 1982
logistic discrimination Nguyen and Rocke, 2002
multidimensional scaling Bittner et al., 2000
normalized cuts Shi and Malik
neighbor joining Saitou and Nei, 1987
nearest neighbor Li et al., 2001; Theilhaber et al.2002
partitioning around medoids Bozinov and Rahnenfuhrer, 2002
principle components analysis (e.g., Luo et al., 2002)
quadratic discriminant analysis Nguyen and Rocke, 2002
self-organizing maps Dougherty et al., 2002
weighted voting Golub et al., 1999;Yeang et al., 2001
Pitt-N Neighbors clustering Lyons-Weiler et al., 2003



.

Too many methods.



Special Capabilities

• Built to facilitate comparisons of methods of 
analysis via cross-validation + other methods

• Computation validation methods include:
– Nonparametric bootstrapping
– Leave-one-out validation
– Random Resampling Validation
– k-fold validation (to be added)
– Efficiency Analysis*** NEW

• Gene Expression Pattern Grid
• Proof-by-Pubmed on the fly



Random Resampling

Credit: Richard Pelikan



Random Resampling

Random data set N1 = N2 = 16; 1100 random ‘genes’; t-test



Significance of 
achieved classification error



N1 N2N3

O = (2*N3)/(N1+N2) 

Efficiency Analysis



O = (2*N3)/(N1+N2) 
N3 = 0; O = 0



O = (2*N3)/(N1+N2) 
N3 = N1+N2; O = 1.0





Astrocytoma Progression Markers
Early Stage vs. Late Stage

• USA
• Khatua et al.
• Early: N = 7
• Late:   N = 8
• Genes:  8497
• Journal: Cancer Res.

• Germany
• van den Boom et al.
• Early: N = 8
• Late:  N = 8
• Genes: 5682
• Journal: Am J Pathol.





Gene Expression Pattern Grid



‘G’ = other



Some tests lead to more sizeable ‘G’ group which,
while statistically significant, exhibit no coherent 
signs of differential expression in most samples.
Outliers or conflicting patterns of differential expression.
(colon cancer data set, t-test, cut-point = 4.0)



Priorities

• Enhance!
• Integrate and Interoperate!
• Annotate!
• Blow it up!
• Characterize and represent

– Data models
– Schema
– UML Diagrams:

• Use case diagrams
• Activity diagrams
• Sequence diagrams
• Package diagrams…



Priorities

• Enhance!
– Increase data format diversity tolerance
– Add outlier spot detection, adopt existing QC criteria
– Add normalization (e.g., DWD), tests, classification 

methods
– Apply Jprogram (Duke) to allow assimilation of R 

projects
– Add pathway analysis and interaction analysis 

capabilities (cMAP, cPATH, cytoScape…)



Priorities

• Integrate and Interoperate!
– SPOT, SPROC, LIMS projects, OncoMine, FDGP 

could produce data dumps in caGEDA formats - or 
adopt html interface that finds an active caGEDA
server (local or on the grid) for on-the-fly analysis

– caGEDA could output in formats or make direct calls 
to:

• GoMiner
• cPATH
• GKB (Reactome project)



Priorities

• Annotate!
– Five components:

• English text description
• Mathematical description
• Pseudocode
• Source code
• Related literature



p…

k…k… k… … p

t…t… t… … k

s…s… s… … t

Sample Class Label Permutation Data Sets

Tests for Finding Differentially Expressed Genes

Normalization Steps

Significance Threshold (p-value, feature space size)

c…c… c… … s Classification Options

testtrain

Complete?

Rank Paths

Evaluation Tally

Recommend and Run Settings (Original Data Set:                  )

Output (Gene List, Classification Inferences…)

Efficiency analysis

Blowing it up…



Demo

• http://bioinformatics.upmc.edu/GE2/GEDA.html



Development (credit: S. Patel)
caGEDA application development is an iterative software development approach 

that leverages elements from Rational Unified Process (RUP). Use cases for 
the application are developed using the expertise available at the research 
center. Once the use case analysis is completed, an iterative functional design 
and development process is applied, which allows for rapid and segmented 
development of the application. During the iteration, all the software 
development activities are executed. The artifacts associated with each 
functional iteration includes: detailed use cases describing the function; class 
and sequence diagrams; a system architecture diagram; the actual software 
code; a project plan describing subsequent iterations; and a test plan for 
software validation.

• UML modeling and use case development is performed using UML 
modeling tool from Rational Rose. Source code is developed using the Java 
programming libraries for Servlet, JSP and EJB. We use Apache software’s 
Ant to assist the software build process. All the server side software 
components are tested on JBoss application server. All the software 
components used in development the GEDA application are freely available 
on the Internet. 



Application Architecture

caGEDA conforms to n-tier architectural design that include several 
layers. A presentation layer includes a web application server that 
transforms the request coming from the Internet browser in to the calls 
to the business logic and provides programmatic access to the 
application. A Business layer can communicate to the standalone 
application client directly using RMI-IIOP protocol or using CORBA. 
Presentation layer objects communicate with the business layer objects 
using RMI-IIOP protocol. Since the communication with the business 
layer can be done using CORBA even a non-java application client can 
make use of the services provided by caGEDA. 





Presentation tier involves one or more web servers, each 
responsible for interacting with end user. The presentation tier
displays the requested information in HTML to the end user; it 
also reads and interprets the user’s selection and makes 
invocations to the business tier’s components. The 
implementation of presentation tier uses Servlets and JSPs

Business tier consists of multiple EJB components running under 
the hood of EJB container/server. These are reusable components 
that are independent of any user interface logic. We should be 
able to, for example, take our business tier and port it to different 
presentation tier (such as application client) with no modification. 
Our business tier is made up of session, entity and message-
driven beans.

Data tier is where the permanent data resides. With use of entity 
beans, we can leave our options to use virtually any database of
choice. Switching to database of a particular choice should be 
seamlessly achievable.



Software Life Cycle:
Iterative approach

High level requirement analysis
Scope
Data Format
Data Pre -processing
Feature Selection
Prediction
Computational Validation
Data Visualization
Databases
Security

Architecture and Design
Estimation & Schedule

Iterative Design & Development
Testing
Continuous testing and integration
Coding standards 
Implementation

Testing
Beta Testing
Feedback

Deployment
Deployment plan
User documentation
Bug reporting/tracking system

Figure source: http://ncicb.nci.nih.gov/NCICB/core/caBIO/software_process


